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Figure 1: Left: Simplified diagram of our experiment exploring how the spatial and temporal relationships between visual and auditory stimuli affect saccadic latency. The results derived from this experiment provide insights into how these factors modulate saccadic latency. Right: Illustration of a practical application of our findings in a game similar to Beat Saber. In the depicted scenario, user’s ability to react to a target is influenced by the timing of auditory cues. When the sound precedes the visual stimulus, following our insights, the user experiences reduced saccadic latency, enabling them to hit the target on time. Conversely, if the sound and visual stimulus are synchronized, the user’s reaction time is slower, resulting in missing the target.

ABSTRACT

Human senses and perception are our mechanisms to explore the external world. In this context, visual saccades –rapid and coordinated eye movements– serve as a primary tool for awareness of our surroundings. Typically, our perception is not limited to visual stimuli alone but is enriched by cross-modal interactions, such as the combination of sight and hearing. In this work, we investigate the temporal and spatial relationship of these interactions, focusing on how auditory cues that precede visual stimuli influence saccadic latency –the time that it takes for the eyes to react and start moving towards a visual target. Our research, conducted within a virtual reality environment, reveals that auditory cues preceding visual information can significantly accelerate saccadic responses, but this effect plateaus beyond certain temporal thresholds. Additionally, while the spatial positioning of visual stimuli influences the speed of these eye movements, as reported in previous research, we find that the location of auditory cues with respect to their corresponding visual stimulus does not have a comparable effect.

To validate our findings, we implement two practical applications: first, a basketball training task set in a more realistic environment...
with complex audiovisual signals, and second, an interactive farm game that explores previously untested values of our key factors. Lastly, we discuss various potential applications where our model could be beneficial.
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1 INTRODUCTION

Human beings continuously interact with the external world via their senses, gathering and integrating information to construct their perception. This cross-modal integration, particularly between sight and hearing, profoundly influences our perception of the world. However, the relationship between these modalities is not always straightforward. For instance, some studies [Hidaka and Ide 2015; Malpica et al. 2022] have shown that in certain scenarios, auditory stimuli can unexpectedly suppress visual perception, demonstrating the complexity and sometimes counterintuitive nature of these interactions. In this work, we focus on the spatial and temporal aspects of the relationship between visual and auditory stimuli. In typical real-world situations, visual and auditory cues occur almost simultaneously, or sound is slightly delayed due to differences in the speed of light and sound travel. Existing literature often reflects these scenarios accordingly [Arnold et al. 2005; Vroomen and Keetels 2010]. In contrast, we benefit from the flexibility of immersive digital environments and virtual reality (VR) setups to investigate a variety of temporal and spatial shifts between visual and auditory stimuli, with an emphasis on sound preceding visual information. This focus is motivated by evidence showing that auditory cues preceding visual stimuli can significantly reduce the latency of saccadic eye movements [Ross and Ross 1981; Vidal and Vitu 2022]. Saccades are rapid, simultaneous movements of both eyes in the same direction, which are crucial for directing gaze and attention, impacting reaction times in diverse situations, including gaming and e-sports [Koposov et al. 2020]. A saccade, once triggered, follows a pre-programmed, close-to-ballistic motion whose velocity and duration cannot be easily changed [Arabadzhiyska et al. 2017; Bahill 1975]. Therefore, we focus on the latency of the preparatory stage when the oculomotor mechanisms are preparing for the saccade launch, which is guided both by visual and auditory cues [Kowler 2011]. In particular, we investigate for the first time how retinal eccentricities and spatio-temporal shifts between visual and auditory stimuli can influence saccadic latency in a virtual environment (Sec. 3). We conduct our experiments systematically, considering those dimensions in the ranges relevant to VR applications. Our results show that temporal shifts in auditory cues can significantly accelerate saccadic responses, but this acceleration reaches a plateau beyond certain temporal intervals. Moreover, while eccentricity consistently influences saccadic latency, as observed in previous work [Duinkharjav et al. 2022], spatial shifts in the auditory cues do not seem to significantly impact this latency.

These findings not only advance our understanding of cross-modal interactions but also have practical implications across various domains (Fig. 1). Reducing saccadic latency through finely tuned audiovisual timings is useful in a variety of applications. For user interfaces, reduced saccadic latency can lead to faster navigation and data retrieval, streamlining workflows. In augmented reality (AR) environments, faster saccadic responses can enhance real-virtual interactions, making information assimilation more intuitive. Within videogames, especially those relying on quick reflexes, our insights can inform the design of cues (visual-auditory timings) that improve players’ response to in-game events, leading to a more engaging and competitive experience [Kim et al. 2019; Koposov et al. 2020]. Digital multimedia, which often relies on carefully sequenced audiovisual information to achieve specific effects, such as the perception of simultaneity or attention-redirecting effects [Ogawa et al. 2023; Serafin et al. 2018], also stands to benefit from these insights. In online multimedia, latencies and delays are common issues that can deteriorate the user experience, sometimes to the point of discomfort [Hopkins et al. 2022]. By applying our understanding of saccadic latency, these challenges can be mitigated, enhancing the overall experience for users.

In our work, we validate these concepts through two proof-of-concept applications. The first, a basketball training task set in a more realistic environment, demonstrates how saccades can be effectively accelerated, extending our findings beyond simple experimental setups (Sec. 4.1). The second, an interactive farm game, explores the effects of previously untested values of our main factors, further illustrating the versatility of our model (Sec. 4.2).

Our collected anonymized data, model, and code are publicly available at https://avsaccadeaccel.mpi-inf.mpg.de/

2 RELATED WORK

In this section we discuss human visual saccades and the factors that affect them, focusing on their importance in graphics applications. Then, we introduce audiovisual spatio-temporal interactions and discuss their connection with the behavior of visual saccades.

2.1 Visual Saccades

Saccades, the fastest eye movements, align the fovea with the region of interest for optimal visual acuity. Understanding the dynamics of visual saccades has been beneficial for many graphics applications, informing key areas such as foveated rendering [Albert et al. 2017; Franke et al. 2021], optimization of 3D VR streamings [Chen et al. 2022], or the development of strategies to stimulate the human visual system beyond real-world capabilities [Dunn et al. 2020].

The relationship between saccade amplitude, peak velocity, and duration, typically ranging between 20-80 ms, is well-understood [Anliker 1976; Arabadzhiyska et al. 2017; Bahill 1975]. However, saccade
latency, the time from the appearance of a target stimulus to the execution of the saccade, varies more significantly and is longer, between 200-400 ms [Duinkharjav et al. 2022]. During this time, a number of tasks must be performed, such as releasing attention from the previous fixation point, sensory registration of a new target, decision-making on active attending, and programming of oculomotor mechanisms for saccade launching [Zambarbieri et al. 1995].

Saccade latency can be influenced by various visual features of the target, such as saliency [Yamagishi and Furukawa 2020], contrast [Carpenter 2004], intensity [Bell et al. 2006], and spatial frequency [Duinkharjav et al. 2022]. This means that saccade latency can be effectively reduced by enhancing the contrast of potential targets (this effect saturates for strongly suprathreshold contrasts), increasing their intensity, or assuring that spatial patterns include frequencies over 4 cycles-per-degree (while higher frequencies have not been measured following the contrast sensitivity function [Barten 1999], one can assume a latency drop over 10–20 cpd [Duinkharjav et al. 2022]). Additionally, saccade target direction and eccentricity play roles in latency variation, with horizontal saccades typically being faster than vertical ones [Dafoe et al. 2007], and different effects observed based on the target positioning in the visual field. Lower saccade latency can be expected for the target in the upper hemifield compared to the lower hemifield due to more visual processing in the latter case, as required for navigation in the environment [Dafoe et al. 2007]. This pattern is complemented by findings that accuracy improvements in saccades are more pronounced in elevation than azimuth, especially in audiovisual contexts [Cornel et al. 2002]. Such improvements are greater when the stimulus include auditory information, highlighting the significant role of sound in enhancing saccadic accuracy. The impact of target eccentricity on saccade latency remains ambiguous. Dafoe et al. [2007] observed no significant changes in latency related to eccentricity, while Zambarbieri et al. [1995] reported an increase in latency as eccentricity rose. Saccades, traditionally studied from a purely visual perspective, have been shown to suppress visual sensitivity [Ross et al. 2001], with visual space compression occurring just before the onset [Ross et al. 1997]. These effects relate to neurophysiological anticipatory procedures and decision processes in saccade generation.

The gap-overlap paradigm, illustrated in Fig. 2, is a key concept in understanding visual engagement and attention [Fischer et al. 1997; Pierrot-Deseilligny et al. 1995]. It has been widely used to measure changes in saccade latency, relating these to target luminance and anti-saccadic tasks (looking away from the target) [Kingstone and Klein 1993; Reuter-Lorenz et al. 1991]. While this paradigm has been extensively used in visual studies, it has also been applied in purely auditory studies to detect disorders such as tinnitus [Boyen et al. 2015; Fournier and Hebert 2012]. However, its potential relationship with auditory cues in cross-modal conditions has been less explored.

2.2 Audiovisual Interactions

The perceptual interaction between visual and auditory signals is a topic of extensive research, with findings indicating both facilitatory and inhibitory effects. The exact nature of this audiovisual interaction is complex, with some studies showing that auditory signals can even cause visual suppression under certain conditions [Hidaka and Ide 2015; Malpica et al. 2022]. Conversely, facilitatory effects have also been found for this audiovisual integration. For instance, reaction times to bimodal (audiovisual) stimuli are often faster than to unimodal stimuli [Teder-Sälejärvi et al. 2005], and phenomena such as the McGurk effect (blending between non-coincident audio and visual cues in speech) demonstrate the powerful illusionary potential of audiovisual integration. Multisensory interaction is the physiological mechanism through which two different sensory stimuli can affect each other and overall perception. Focusing on the audiovisual modality, different factors have been found to affect this multisensory binding [Spence and Driver 2004], including the temporal window [Chen and Spence 2017; Vatakis and Spence 2007], and the meaning and content of stimuli for semantic congruency perception [Doehrmann and Naumer 2008].

Regarding visual saccades, the limits on the advantages of including the auditory modality remain unclear. Audiovisual integration has been observed to be beneficial in reducing visual saccade latencies [Diederich et al. 2012; Vidal et al. 2020; Wang et al. 2017] and improving overall performance. Thus, auditory cues have been shown to alter how saccades are performed [Zou et al. 2012]. Research has shown that auditory cues aligned with visual signals in time and space can reduce saccadic latency. Fruns et al. [1995] observed that, while this latency reduction diminishes with spatial misalignments, the increase in latency is relatively minor, maintaining stability even with misalignments of approximately 20°. They also observed that when auditory cues lag behind visual signals, there is an increase in saccadic latency. Nevertheless, it has been shown that behavioral responses to bimodal stimuli generally outperform those to unimodal stimuli, both in speed and accuracy, regardless of the audiovisual pairing locations [Cornel et al. 2002; Teder-Sälejärvi et al. 2005; van Wanrooij et al. 2009].

Closest to our work is the work of Vidal and Vitu [2022] that modulates visual latencies by manipulating the audiovisual delay (temporal shift) and the temporal interval between fixation offset and target onset (gap-overlap paradigm). As highlighted in their findings, combining these methods is crucial for achieving maximum modulation of saccades. Our research takes this a step further by providing a comprehensive analysis of visual saccade latency, including both spatial and temporal shifts between audiovisual cues. Our contributions extend beyond this analysis, as we also validate our findings in more complex scenarios, thus bringing our insights closer to practical applications. Additionally, we conduct our tests in VR environments, incorporating stereo and spatial sound and offering a more immersive and realistic context for understanding the facilitative role of auditory information in saccadic movements.

3 MEASURING SACCADIC LATENCY UNDER CROSS-MODAL MISALIGNMENTS

In this section, we describe our main experiment, which focuses on measuring saccadic latency under various spatio-temporal misalignments of audiovisual cues. We describe our experimental setup and methodology in detail (summarized in Fig. 3), followed by an in-depth analysis of the results.
### 3.1 Experimental Setup

**Hardware.** We used a Varjo Aero HMD and Beyerdynamic DT 770M headphones with passive noise cancelation. This HMD is equipped with an eye-tracker running at 200 Hz and with an accuracy of 1° of visual angle. Additional hardware details, including a discussion about the main sources of measurement error, can be found in Sec. S3 of the supplementary. The experiment was developed and conducted using the Unity game engine, and the Oculus Native Spatializer was used for managing audio spatial propagation. Directional audio was reproduced using a generic head related transfer function (HRTF). Existing research supports the notion that generic HRTFs provide satisfactory azimuth localization accuracy within our spatial shift range, compared to individualized HRTFs [Berger et al. 2018; Rummukainen et al. 2019; Wenzel et al. 1993]. Therefore, we believe these minor variations in spatial perception are unlikely to impact our results, while also simplifying the experimental procedure. Participants remained seated during the experiment while being able to move the head freely.

**Stimuli.** The target was a white circle of 0.36° placed at 6 meters from the participant, with a lifetime of 2 s [Vidal and Vitu 2022]. The Weber contrast was set to 0.3, above detection thresholds, with a temporal shift \( \Delta T \) of 150 ms. We employ the beep and flash scenario, a simple experimental setup involving auditory beeps and visual flashes, for its ease of control and limited cognitive interference. This scenario has been shown to tap into fundamental neurophysiological processes related to temporal resolution and integration in the brain, which are relevant across various types of more complex tasks [Shams et al. 2000]. Additionally, this scenario is particularly relevant in practical applications such as gaming environments where quick perception of simple, synchronized audiovisual cues is crucial. A more detailed discussion on this topic can be found in Sec. S1 in the supplementary.

**Conditions.** The variables considered in this study were visual eccentricity \( E \), temporal shift \( \Delta T \), and spatial shift \( \Delta S \) between the visual target and its corresponding auditory cue. For eccentricity, we tested 8 and 16 visual degrees in both left (-) and right (+) peripheries \( E=[-15°, -10°, 0°, 8°, 16°] \), aligning with common saccade displacements [Bahill 1975]. The spatial shifts were \( \Delta S=[-15°, -10°, 0°, 10°, 15°] \) visual degrees, considering the simultaneity fusion window limits based on eccentricity levels [Godfrey et al. 2003]. For temporal shifts, we considered \( \Delta T=[0 \text{ (no delay), } 100, 200, 300, 400] \text{ ms, accounting for the temporal binding window limits in literature [Spence 2011], with audio cues always generated before the visual target onset. We selected these values to achieve effective audiovisual integration, taking relevant literature into account; a more detailed discussion is available in Sec. S1 in the supplementary. These factors are depicted in Fig. 3 (right). We considered a fully factorial design resulting in \( 4(E) \times 5(\Delta S) \times 5(\Delta T) = 100 \) conditions. We additionally included four baseline cases without auditory cues (one for each eccentricity). Each participant was presented with each condition four times, totaling 416 trials.

**Participants.** The study was conducted with 12 participants (6 male, 6 female, none non-binary; ages 22-26). All reported normal or corrected-to-normal vision and hearing. All provided written consent, and the study protocol was approved by the Ethical Review Board of the Department of Computer Science at Saarland University. From the participant pool, 58.3% reported having no experience with VR before, while 41.7% reported having used VR equipment 5 times or less. All survey questions asked to the participants can be found in Sec. S5 in the supplementary.
Procedure. The experiment was conducted in four sessions of ten minutes each, to prevent fatigue. The order of trials was randomized across sessions. For each session, the eye-tracker was calibrated following a five-dot calibration. In each trial, participants started by looking at the fixation cross located in the middle of the screen (starting point). Afterward, participants pressed the space on the keyboard to indicate that they were ready. After some random time (between 750 and 1750 ms), used to avoid learning and prediction effects, the fixation cross disappeared and audiovisual cues were generated according to the corresponding E, ΔS, and ΔT in the trial. Participants were asked to look at the visual target (make a saccade towards it) as soon as they perceived it. After some time (2 s), the visual target disappeared and the fixation cross spawned again, starting a new trial. This procedure is represented in Fig. 3.

3.2 Results and Discussion

Data processing and analysis. We used a two-step velocity threshold method to accurately identify the start (onset) and end (offset) of the saccades, accounting for eye-tracking noise [Arabadzhiyska et al. 2017]. Conservative thresholds of 120°/s and 60°/s were set to detect the saccade and its onset. We compute the saccadic latency as the difference between the target stimulus onset and the saccade onset. Following previous literature [Frens et al. 1995; Ross and Ross 1981; Vidal and Vitu 2022], we filter out saccade latencies lower than 100 ms (prediction cases), and higher than 500 ms (distraction cases). For computing the landing error of the saccade, we compute the distance in degrees of visual angle between the landing point (related to the saccade offset) and the location of the target [Arabadzhiyska et al. 2017]. Given the eye-tracker’s accuracy of 1°, the target size of 0.36°, and typical saccadic undershoots ranging from 10% to 20% [Kapoula and Robinson 1986; Lisi et al. 2019], deviations up to 4.2° for the largest saccades are expected. Consequently, we discard saccades with a landing error exceeding 5° to filter out inaccuracies, such as those from distracted participants. For further details please see Sec. S2 in the supplementary.

We combine positive and negative eccentricities (merging -8 with 8 and -16 with 16) after verifying their similarity and in line with previous studies that consider symmetry [Charbonneau et al. 2013; Duinkharjav et al. 2022], resulting in two eccentricity levels for the analysis: 8 and 16. We employ a generalized linear mixed model (GLMM), since it provides a robust and flexible approach for analyzing data when random effects are present [Bolker et al. 2009]. Our model includes three fixed effects: temporal shift (ΔT), eccentricity (E), and spatial shift (ΔS), as well as their interactions. We consider the participant as a random effect. The dependent variables are the saccadic latency and the landing error. We establish the significance level at α = 0.05. After applying the exclusion criteria outlined above, each unique combination of main factors appears 32 to 48 times (4 trials x 12 users) in our analysis, with trial count variations effectively managed by the GLMM. The main results of the analysis are discussed in the following and depicted in Fig. 5. All the statistical tests and post-hocs can be consulted in Sec. S4.2 in the supplementary.

Temporal shift (ΔT). The effect of ΔT is statistically significant (p = 0.001), indicating that varying ΔT levels effectively modulate saccade latency. When ΔT increases, saccade latency decreases. Post-hoc analysis shows no significant difference between ΔT intervals 200-300 ms (p = 0.09) and 300-400 ms (p = 0.44). This suggests a trend towards stabilization and a potential upper limit in saccade acceleration at higher ΔT levels. This finding overturns the assumption that earlier auditory cues always lead to proportionally faster saccades, suggesting a more complex relationship where the efficiency of auditory cues plateaus beyond a certain point. These results are in line with conclusions reported in the work of Vidal and Vitu [2022]. They reported a decrease in latency for ΔT = 0 compared to the no-sound case, and latencies were found to be shorter for beeps preceding the target onset ΔT = 60, 120 ms with gap compensation, showing how the modulation effect was larger with gap compensation compared to not compensated cases, reducing latency even more. Frens et al. [1995] (experiment 3) also reported how ΔT can affect the saccadic latency distribution. Using different ΔT cases (-100, -50, 0, 50), the lowest latency was found when the auditory preceded the visual ΔT=50 instead of when they were synchronous, justifying this on different speeds generating different arrival moments in receptor organs. Different onset and offset conditions for visual or auditory warning signals were tested by Ross et al. [1981] (experiment 1), changing also ΔT to trigger saccades. For the auditory warning, they found how both onset and offset warnings could facilitate saccade latency at ΔT = 100 and 300 ms but not when the audio onset was after the target onset.

Eccentricity (E). This factor significantly influences latency (p < 0.001), with larger eccentricities showing increased latency. Interestingly, our results reveal that this effect appears to be uniform across all ΔT levels, reinforcing and complementing previous studies. This suggests that the spatial positioning of visual stimuli plays a crucial role in saccadic responses, regardless of auditory cue timing, emphasizing the importance of visual cue placement in multisensory integration. Our results align with prior research. Duinkharjav et al. [2022] report a similar trend in their preliminary study, where they varied eccentricity (with frequency and contrast) to compare saccade latency durations towards a gabor patch stimuli. They observed that the latency-eccentricity relationship exhibited a U-shaped curve, with latency being higher at both the foveal (0°) and peripheral (20°) regions, and lower at a mid-peripheral point (10°). The same bowl shape was found for the latency-eccentricity function by Kalesnykas et al. [1994]. They measured 38 different retinal eccentricities and observed how color and intensity have small contributions to the central peak (5-15 ms). Their central robust minimum latency peak ranged from 0.75° to 12° (our 8°) and reported a height of 35-75 ms. After that, latency gradually increases towards the periphery (our 16°), becoming larger and more erratic for the largest periphery values (around 50°-60°).

Spatial shift (ΔS). Our data indicates no significant effect of this factor on saccadic latency (p = 0.18). However, it is important to interpret this with caution, as the absence of a statistically significant impact does not definitively rule out an effect. This finding suggests that if there is an influence of precise sound localization (co-location) on saccadic latency, it may not be consistent or robust across different scenarios. This could have significant implications for how auditory cues are used in various applications, allowing for more flexibility in sound design.
Our findings align with those of Frens et al. [1995], who studied the effects of vertical, horizontal, and diagonal misalignments from the central fixation point. They found that spatially coincident visual and auditory stimuli reduced visual latency by approximately 50 ms compared to visual-only scenarios. However, this latency reduction diminished with increasing spatial shifts (completely vanishing at large misalignments of about 54°), and was very subtle for small shifts like those we considered. Similarly, Van Wanrooij et al. [2009] reported that spatially aligned auditory events produced shorter reaction times, but these effects lessened with greater spatial shifts, leading to a breakdown in multisensory integration and resulting in bistable saccades. Lastly, Colonius et al. [2001] reported how audio cues indeed help to reduce saccadic latencies towards visual targets up to large spatial shifts. Without temporal shift (ΔT = 0), there were almost no latency differences for ΔS = +/-15, while very small differences were reported again with ΔT = 30.

Our results, showing no significant impact of spatial shifts within our explored range on saccadic latency, are consistent with the subtle differences observed in other studies for comparable spatial misalignments. This complements our approach of restricting spatial shift values to ensure effective multisensory integration and maintain stimuli within the field of view, essential for audiovisual integration applications.

**Interaction of ΔT and E.** This is the only significant interaction (p < 0.001). Our results suggest that smaller eccentricities (E = 8°) reach a point of stabilization and maximum acceleration at an earlier ΔT compared to larger eccentricities (E = 16°). Specifically, for E = 8°, the differences in latency become smaller and statistically non-significant starting from an ΔT of 200 ms. For E = 16°, a similar pattern emerges only from a ΔT of 300 ms, as the interval between ΔT 200-300 ms still shows significant differences. This finding, particularly the stabilization points for different eccentricities, provides valuable insights for optimizing multisensory cues in environments where both spatial and temporal factors are critical.

**Saccades accuracy.** Landing error is shown in Fig. 6. The only significant factor is eccentricity (p < 0.001). However, this difference might be partly attributed to the limitations of the eye-tracker, which is less accurate at larger eccentricities [Stahl 2001]. Despite this, all the observed error consistently remained under 1°, which is roughly the accuracy of the eye-tracker. In the context of audiovisual saccades, previous research by Corneil et al. [2002] suggests that these are generally faster and more precise than saccades driven solely by visual or auditory stimuli. Our study did not record bistable unimodal responses, which are typically absent with small perceived ΔS where multisensory integration (MSI) occurs. Consequently, given the small ΔS levels employed in our experiment, we did not anticipate observing notable effects on saccade accuracy.

## 4 APPLICATIONS

In this section, we present two main applications of our study. First, we validate our findings through a realistic use case, linking experimental results to a practical scenario. Second, we introduce a more interactive validation using a game-like experience that tests previously unmeasured values of our main factors, demonstrating the model’s broader applicability. Finally, we discuss other potential applications of our insights and model.

### 4.1 Practical Application: Basketball Game

Our findings regarding latency acceleration are validated in a scenario that features audiovisual stimuli with enhanced semantic content, closer to real applications than the *beep and flash* paradigm used in our main experiment.

**Scene and stimuli conditions.** The designed task simulates a basketball training application (Fig. 7). Participants were located in the middle of a basketball court, looking at one basket. At each side of the basket, two teammates were looking towards the participant. Behind them, four referees were placed in four different locations. As visual stimuli, basketballs of a size of 3° appeared in front of the teammates as they were holding them. For simplicity and to
avoid fatigue, a single eccentricity level was considered in both directions \(E = [-8°, 8°]\). Auditory cues were a whistling noise of 60 dB, generated by the referees with two possible spatial shifts \(\Delta S = [0° \text{ (co-located), } 15°]\). A red cross in the middle of the whiteboard in the basket pole was used as a starting fixation point. Audiovisual temporal shifts were again \(\Delta T = 0\) (no delay), 100, 200, 300, 400 [ms (audio-leading)]. This resulted in 2 \((E) \times 2 (\Delta S) \times 5 (\Delta T) = 20\) conditions plus 2 baseline conditions with no sound. Each condition was experienced 10 times, resulting in a total number of 220 trials per user.

**Participants and procedure.** A total of 7 participants who did not participate in the main experiment carried out this study (6 male, 1 female, non-non-binary; ages 24-29). The procedure was the same as the main experiment, with the main differences being the scene as well as the audiovisual cues. The task of the participants was to react as quickly as possible to the ball appearing and gaze towards it (perform a saccade).

**Results.** After merging eccentricities according to horizontal symmetry [Charbonneau et al. 2013], we obtain a total of 140 samples per condition. Following the same data processing and analysis as in the main experiment (details in Sec. S4.2 in the supplementary), results are shown in Fig. 8. In summary, results in this more realistic scenario confirm our key findings from the main experiment: the persistence of the effect of \(\Delta T\) on latency acceleration with consistent modulation of latency with temporal shifts \((p < 0.001)\), and the potential upper limit in acceleration efficiency at higher temporal shifts. Furthermore, results for the tested eccentricity case \((E = 8°)\) align with the main study, demonstrating substantial latency acceleration with temporal shifts whereas spatial shift \((\Delta S)\) remains non-significant \((p = 0.08)\). Saccade accuracy, quantified through landing error, exhibits no significant differences \((p = 0.91 \text{ for } \Delta T\) and \(p = 0.28 \text{ for } \Delta S)\), maintaining errors around 1°, consistent with eye-tracker accuracy. These results confirm the robustness and generalizability of our findings across diverse scenarios.

### 4.2 Interactive Application: Farm Game

Our study progresses to a more interactive validation with a virtual farm game, testing our model in new conditions. For this purpose, we first fit a model using eccentricity, spatial shift, and temporal shift as inputs and saccadic latency as the output. Choosing a polynomial based on main experiment results, we perform a 10-fold cross-validation and select a 2-degree polynomial with an R-squared value of 0.95. The model is illustrated in Fig. 9 (left) and detailed in Sec. S4.1 in the supplementary.

**Scene and stimuli conditions.** Participants were tasked with protecting a rooster (fixation point) from approaching cats (visual targets) at new eccentricities \((E = 10°, 12°, 14°)\), with co-located auditory cues (meows, \(\Delta S = 0\)), as depicted in Fig. 9 (right). Different temporal shifts \((\Delta T)\) were computed using our model with the goal of accelerating saccades by 20, 40, and 60 ms. The game featured a timing bar that filled if participants failed to maintain gaze on the rooster, with the rooster escaping if the bar filled completely. Players used a controller to interact with and deter the cats, creating a dynamic gaming environment typical of action sequences.

**Participants and procedure.** Seven new participants (5 male, 2 female, ages 22-34) were involved in the study, following the same procedures for eye-tracking calibration and trials as in the main experiment and the basketball application.

**Results.** The average error across conditions between the measured latencies and those predicted by our model is 8 ms, confirming the robustness of our model (please refer to Sec. S4.3 in the supplementary for detailed results). The more interactive dimension of this application corroborates the model’s consistency and practical relevance, as similarly demonstrated in the basketball scenario.

### 4.3 Other Applications

In this section, we discuss potential scenarios in which our insights could offer valuable guidelines. Our two applications demonstrate the direct feasibility of our approach as content design guidelines for triggering faster saccadic responses and overall reaction times, suggesting adaptability across various scenarios. For instance, in AR-based navigation, auditory cues can precede visual markers, reducing cognitive load and enhancing quick visual localization. In high-stakes user interface design, such as air traffic control or complex data visualization, multisensory integration principles can optimize alert timing, aiding rapid focus shifts to critical information without overwhelming users. The feasibility of audio-visual decoupling, demonstrated in platforms like Teams and Zoom, suggests potential adjustments for varying network latencies in live streaming and esports, facilitating synchronous experiences in competitive gameplay. While our model may not be immediately deployable in these scenarios, we hope our work will inspire further research to refine and adapt these concepts for practical applications.

### 5 LIMITATIONS AND FUTURE WORK

While we selected the ranges of our factors based on previous literature and with the goal of maintaining multisensory integration [Godfroy et al. 2003; Hopkins et al. 2022; Vidal and Vitu 2022], larger ranges could be measured. Nevertheless, we have already observed how acceleration stabilizes within the 300-400 ms delay range. Further, the ranges of temporal shifts we measure already surpass the simultaneity perception threshold [Hopkins et al. 2022; Kim and Lee 2022]. Expanding these delays further could disrupt multisensory integration, causing the visual and auditory cues to be perceived as separate, isolated events, with the sound acting as a distractor [Berti and Schröger 2001; Tellinghuisen and Nowak 2003]. Similarly, larger spatial shifts could lead to the same issue, resulting in even visual suppression effects [Hidaka and Ide 2015; Malpica et al. 2022].

Depth perception in virtual scenarios, particularly in the context of the vergence-accommodation conflict, remains an important area of research. We employed a single depth value for all stimuli, but different distances may influence sound perception and subsequent saccade latency. Additionally, variations in depth regarding audiovisual mismatch, which we only considered horizontally, could yield different results. The influence of saccades on eye accommodation and binocular vision also remains to be further explored. Previous research suggests that saccades can accelerate eye focusing [Schor et al. 1999] and disparity vergence through neural mechanisms [Duinkharjav et al. 2023; Enright 1986, 1984].
Investigating how saccade latency reduction affects these processes in the presence of temporally shifted audio could provide valuable insights.

In our experiment, we consider the beep and flash paradigm. Additionally, we validate our insights in a more complex scene with semantic audiovisual signals. However, future work could further investigate semantic correspondences between audio and visual cues (speech, playing an instrument, object-based videos), as well as explore how participants’ emotional states, induced through various means, might influence the saccade acceleration process.

In future research, additional factors such as motion, cognitive load, contextual information, and task complexity could be explored. Regarding complex scenarios with multiple visual and auditory targets, principles like the cocktail party effect [Kaya and Elhilali 2017; Mangun 1995] show that we can prioritize primary stimuli, suggesting that our observed effect may hold in more intricate environments. We hope to establish a foundational framework and set the stage for future investigations in these directions.

6 CONCLUSION

In this work, we focus on investigating the effect of temporal and spatial alignment of visual and auditory stimuli in saccadic latency in immersive environments. Making use of VR, we study various temporal and spatial shifts between these stimuli, specifically when auditory cues precede visual information. In particular, we explore three main factors: visual eccentricity, spatial shift, and temporal shift to achieve saccade latency acceleration.

The main insights from our research reveal that temporal shifts in auditory cues can significantly accelerate saccadic responses, although this acceleration reaches a plateau beyond certain temporal intervals. Interestingly, while visual eccentricity consistently affects saccadic latency as described in previous work [Duinkhjarjav et al. 2022; Kalesnykas and Hallett 1994], spatial shifts in auditory cues do not seem to significantly impact this latency. Our findings align with previous research while extending our understanding of these cross-modal interactions by systematically considering these dimensions in VR environments and for different retinal eccentricities and sound source localizations. In our proof-of-concept game experiences, we demonstrate the practicality of our insights, validating them in more complex and interactive scenarios and showing that saccades can be effectively accelerated beyond experimental setups.

In conclusion, we believe that our work contributes significantly to the understanding of cross-modal interactions and their influence on saccadic latency. By investigating both spatial and temporal factors in audiovisual cues, we have provided new insights into this complex interplay. The applications of our research are broad, with potential benefits in user interfaces, AR, video games, digital multimedia, and online experiences. We hope that our work will not only serve as a useful guideline for future developments in these areas but also inspire further research in this direction.
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Figure 2: Visual gap-overlap Paradigm. This paradigm involves three distinct scenarios. In the *step* case, the target (represented by the filled circle) appears immediately after the offset of the fixation point (denoted by the cross). In the *gap* case, there is a delay between the disappearance of the fixation point and the appearance of the target, which typically results in faster saccade responses. Conversely, in the *overlap* case, the target appears before the fixation point disappears, leading to slower saccades. The gap scenario facilitates quicker saccades by reducing attention engagement at the fixation point [Kingstone and Klein 1993], while the overlap condition holds attention longer on the fixation point, requiring active disengagement and thus delaying the saccade initiation [Kalesnykas and Hallett 1987].

Figure 4: Illustration of the experimental view from the participant’s perspective: Central to the view is a fixation cross with a 0.12° diameter, surrounded by visual targets measuring 0.36° in diameter, positioned at eccentricities of E=[-16°, -8°, 8°, 16°]. These elements are visually enlarged for visualization purposes. The purpose of the surrounding virtual environment is to provide some visual cues for depth perception and a higher feeling of immersion (adapted from Speed Tutor Assets from Unity Asset Store).

Figure 6: Saccade landing error in the main experiment for different temporal shifts depending on eccentricity (left) and spatial shifts (right). Baseline cases (no sound) are represented with dashed lines. The increased error at larger eccentricities can be partly due to reduced eye-tracker accuracy, yet all errors stay below 1°. Error bars represent 95% CI.
Figure 7: Illustration of our Basketball training application. The fixation point is a red cross located under the basket in the middle of the whiteboard. The visual target is a basketball being held by teammates while the auditory cue is a whistle-blowing generated by the referees on the back. The basketball court asset is obtained from Unity Asset Store.

Figure 8: Saccadic latency (left) and landing error (right) in the basketball application for different temporal shifts depending on the spatial shifts. Baseline cases (no sound) are represented with dashed lines. Error bars represent 95% CI.